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ABSTRACT

In this paper, we propose a technique to identify individuals using features extracted from QRS segment of electrocardiogram (ECG) signals. A total of 2000 samples from 10 subjects from the Arrhythmia Laboratory at Boston's Beth Israel Hospital (now the Beth Israel Deaconess Medical Center) database were used. These data are available as MIT-BH Normal Sinus Rhythm database and consist of 18 hour long-term recordings with 2 ECG signals. The commonly used features like R-R interval, R amplitude, QRS interval, QR amplitude and RS amplitude were used. In addition to these features, we propose the use of form factor of the QRS segment. Form factor has been used previously in electroencephalogram analysis and it is a measure of the complexity of the signal. These six features were then used by two neural network classifiers: Multilayer Perceptron - Backpropagation (MLP-BP) and Simplified Fuzzy ARTMAP (SFA). The data were split equally for MLP-BP and SFA training and testing. The results gave classification performance up to 97.6%. This indicates that ECG has the potential to be used as a biometric tool.

1. INTRODUCTION

The most common method of identifying individuals is through the use of fingerprints (thumbprints) [1, 2]. However, in recent years, alternative biometric methods to replace or augment the fingerprint system have been proposed. Some of these methods are like electroencephalogram [3, 4], palmprints [5], hand geometry [6], iris [7] and face [8].

The use of ECG signals for the purpose of identifying individuals is relatively new as compared to the other biometrics. Very few research works have been published using heart signals as a biometric tool to identify individuals. Biel et al [9, 10] used ECG signals to classify 20 individuals but the total number of tested patterns were only 50, which is too small to conclude the results. Shen et al [11] used ECG signals for verifying the individuality of 20 subjects, also using a small dataset (20 from each individual). In addition, the latter work was on verification, which is relatively easier as compared to identification.

In a verification system, the user declares his individuality (say subject A) and the system then searches its stored database for subject A’s information. If the information matches, then the output is positive, else it is negative. Identification, on the other hand is more difficult because the system has to match the user to the stored databases of multiple subjects. This could mean matching against numerous subject databases instead of one as in the case of verification.

Data from ECG recordings of 10 subjects referred to the Arrhythmia Laboratory at Boston's Beth Israel Hospital (now the Beth Israel Deaconess Medical Center) is used. This dataset is available on the Physionet1 website as MIT-BH Normal Sinus Rhythm database. There are two leads in the database but only the first lead from each recording is used here. A total of 200 beats from different times in the 18 hour recording are obtained for each subject.

Noise reduction algorithms are applied to reduce the baseline wander and high frequency noise (including 60 Hz interference). QRS segment is detected through a procedure similar to Pan and Thompkins method [12]. QRS features like R-R interval, R amplitude, QRS interval, QR amplitude and RS amplitude are extracted from these ECG beats. In addition, we propose the use of form factor of the QRS segment. Form factor [13] has been used previously in electroencephalogram (EEG) analysis and it is a measure of the complexity of the signal.

The data set is split randomly into two: one for training and another for testing. Each dataset contained features from 1000 beats, which we shall denote as patterns. These training and testing patterns are used to train and test two different neural network architectures: Multilayer Perceptron - Backpropagation (MLP-BP) [14] and Simplified Fuzzy ARTMAP (SFA) [15] to classify the patterns into the 10 categories representing the individuals. MLP-BP performance is relatively better than SFA [4], but SFA was also studied because of its incremental learning capability. That is SFA need not be retrained should a new category be added to the system (like adding a new subject).

2. METHODOLOGY

The database includes 10 long-term ECG recordings of subjects referred to the Arrhythmia Laboratory at Boston’s Beth Israel Hospital (now the Beth Israel Deaconess Medical Center). Subjects included in this database were found to have had no significant arrhythmias; they include 5 men, aged 26 to 45, and 5 women, aged 20 to 50.

ECG signal from the first lead was used. A total of 200 beats were obtained from the 18 hour recording. The beats were obtained at approximately 5 minute intervals. A previous beat was also stored together with the beat being studied. This was to facilitate the computation of R-R intervals.

1 http://www.physionet.org
2.1. ECG Pre-processing

An example of the ECG signals in the database is shown in Figure 1. However, only the first lead ECG signals were used here. Before we could proceed to the feature extraction, it is necessary to reduce noise interferences from the ECG signals. Three commonly encountered noises are high frequency noise, 60 Hz powerline interference and baseline wander. These noises have to be removed or reduced in order for accurate extraction of features from ECG signals.

![Fig.1 An example of ECG signals in MIT-BH Normal Sinus Rhythm database](image)

The signal was low-pass filtered to remove 60 Hz powerline interference and high frequency interferences using a 7th order Butterworth digital filter with 3 dB cut-off at 30 Hz. Order 7 is enough to obtain attenuation of 30 dB at 128 Hz sampling frequency of the ECG signals. This cut-off frequency was chosen after some preliminary simulations. Because Butterworth filter is a type of Infinite Impulse Response (IIR) filter, which could cause phase distortion, the output of the filter was run back through the filter gain to offset the phase distortion. This procedure of forward and reverse filtering was done for all times whenever Butterworth filter was used in this paper.

Baseline wander is caused by subject movement or perspiration or excess chest hair. To remove this type of noise, which has a very low spectral range, we first extracted the baseline noise. This was done using a 5th order low-pass Butterworth digital filter with cut-off at 1 Hz. Order 5 is enough to attenuate the signals completely beyond 2 Hz. Once the baseline signal has been detected, the clean signal was obtained by subtracting the baseline signal from the original signal.

![Fig.2 An example of (a) Original ECG signal, (b) after noise reduction](image)

Figure 2 shows an example of the original ECG signal and ECG signal after reducing noise interferences.

2.2. ECG feature extraction

A modified version of Pan and Thompkins algorithm [12] was used to detect the QRS segment. The algorithm was modified slightly where the low-pass and high filters used in the algorithm have been replaced by a 9th order bandpass Butterworth digital filter with 3 dB cut-off from 8-14 Hz. The rest of the steps used here like squaring, moving window integration and thresholding were the same as Pan and Thompkins algorithm. Moving window integration length, N was set at 192 and thresholding value was set at 50.0. Both these values were chosen after some preliminary simulations. From our manual inspection, it was found that the algorithm had successfully identified approximate QRS segments for R peak identification. Further details of these steps could be found from [16].

With the detection of the QRS segment, R peak was detected at the biggest upward deflected peak in this segment. The Q point was detected as the first downward deflection trough by tracing back 50 ms from R point. Similarly, S point was detected as the first upward deflection peak by tracing forward 100 ms from R point. The features like R amplitude, QR amplitude, RS amplitude and QRS width (interval) were computed. Since each pattern in our signal consisted of 2 beats, we also obtained the R-R interval. Next form factor [13] was computed using the formula

\[
FF = \left( \frac{\text{var}(x'')}{\text{var}(x')} \right) - \frac{1}{2} \left( \frac{\text{var}(x')}{\text{var}(x)} \right) \right)^\frac{1}{2}
\]

where \(x\) is the QRS segment, \(x'\) is the first derivative of the QRS segment, while \(x''\) is the second derivative of the QRS segment.

These features were combined to give a total of 6 features.

\[\text{In [12], the authors used } N = 30 \text{ for sampling frequency of } 200 \text{ Hz. Here, we use } N = 19 \text{ for sampling frequency of } 128 \text{ Hz.}\]
2.3. SFA and MLP-BP neural network

Two NN architectures: MLP-BP [14] and SFA [15], were used to classify the ECG features into the corresponding categories that represent the individuality of the subjects and their performances were compared. NN architectures were considered here because of their ability to give high classification accuracies.

SFA is relatively new as compared to BP. SFA is advantageous as compared to BP due to its high-speed training in fast learning mode and incremental learning abilities. SFA consist of two modules: Fuzzy ART and Inter ART mapping. The Fuzzy ART module receives the input features and outputs the particular category node. The category node is linked to the corresponding class (i.e. the individuality of the subject in this case) through the Inter ART mapping module. Inter ART mapping module works by increasing the vigilance parameter (VP) of Fuzzy ART by a minimal amount to correct a predictive error at the category layer. VP was varied from 0 to 0.9 in increments of 0.1. Figure 3 shows the SFA network architecture as used here.

Fig. 3 SFA network architecture

BP neural network is a MLP type with a single hidden layer and trained by the BP algorithm. Descriptions on BP NN could be found in common textbooks and will not be discussed here. Figure 4 shows the BP network architecture that was used in the study. The desired target output was set to 1.0 for the particular category representing the individual that was being trained, while for the other 9 categories, it was set to 0.

Half of the data (1000 patterns) were used to train the network while the rest half (1000 patterns) were used in testing. The hidden nodes were varied from 5 to 50 nodes in steps of 5. The input layer consisted of 6 nodes because the number of features was 6, while the output layer was set to 10 nodes for the 10 classes representing the subjects. The target output for the trained pattern was set to 1.0, while for the rest of the classes, it was set to 1.0. Figure 4 shows the architecture of the MLP-BP network architecture as used in this study.

Fig. 4 MLP-BP network architecture

3. RESULTS

Table 1 shows the MLP-BP and SFA classification results for the varying hidden units and vigilance parameter.

Table 1: MLP-BP and SFA classification results

<table>
<thead>
<tr>
<th>Hidden units (%)</th>
<th>VP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>93.1</td>
</tr>
<tr>
<td>10</td>
<td>94.9</td>
</tr>
<tr>
<td>15</td>
<td>95.9</td>
</tr>
<tr>
<td>20</td>
<td>96.9</td>
</tr>
<tr>
<td>25</td>
<td>96.8</td>
</tr>
<tr>
<td>30</td>
<td>97.6</td>
</tr>
<tr>
<td>35</td>
<td>96.8</td>
</tr>
<tr>
<td>40</td>
<td>96.4</td>
</tr>
<tr>
<td>45</td>
<td>96.3</td>
</tr>
<tr>
<td>50</td>
<td>97.0</td>
</tr>
<tr>
<td>Average</td>
<td>96.17</td>
</tr>
</tbody>
</table>

4. DISCUSSION

As could be seen from Table 1, the performances did not vary much with different hidden nodes or vigilance parameter. SFA performance varies with input pattern ordering, so the SFA performance was averaged over 10 simulations with random input pattern ordering. MLP-BP performed much better than SFA for all the cases. The best performance of 97.6% was achieved for 30 hidden nodes with MLP-BP. However, MLP-BP takes much longer time to train as compared to SFA. But this is not really a problem for classification because the training is done offline, and classification (i.e. testing) times are faster using MLP-BP. SFA has incremental training ability, so adding new subjects will be easier as compared to MLP-BP, which requires retraining of all the subjects.

The whole process of pre-processing, feature extraction and classification takes less than a second when run on P4 machine with MATLAB (Mathworks, Inc.) codes. Therefore, the method could be applied for real-time individual identification.
5. CONCLUSION

In this work, we have extracted features from a single ECG beat for individual identification. The features were from QRS segment with a new feature called form factor. These features have been classified by MLP-BP and SFA neural network. The results give up 97.6% classification when tested on 1000 ECG beats from 10 subjects. Further increase in classification accuracy might be possible by including more features from T and P waves of ECG.

This approach of using ECG signals as a biometric could be used to identify people in a small group like operators in factories or in a high security workplace like military bases. However, further work is necessary to determine the changes over a period of time and under different health conditions.
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